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Deep neural networks typically require a large number of accurately labeled images for training 
with cross-entropy loss, and often overfit noisy labels. Contrastive learning has proven impressive 
in noisy label learning because it can learn discrimination representations. However, the 
weak correlation between the samples and their semantic class, which ignores the correlation 
between the instances and labels, as well as the instance semantic divergence with the same 
label, may inevitably lead to class collisions, hampering the label correction. To address these 
problems, this study proposes a noisy label learning framework that performs label correction 
and constructs a contrastive prototypical classifier cooperatively. In particular, the prototypical 
classifier maximizes the distance between the instances and class prototypes to improve the 
intraclass compactness using contrastive prototypical loss. Furthermore, we provide a theoretical 
guarantee that the contrastive prototypical loss has a smaller Lipschitz constant and boosts the 
robustness. Motivated by the theoretical analysis, this framework performs label correction using 
the prediction of a contrastive prototypical classifier. Extensive experiments demonstrate that the 
proposed framework achieves superior classification accuracy on synthetic datasets with various 
noise patterns and levels.

1. Introduction

Noisy label learning in deep neural networks has attracted increasing attention in recent years. For instance, noisy labels are 
inevitable in web-scale image classification when search engines or crowd-sourced workers are employed [1–3]. Similarly, medical 
image analysis presents a challenge owing to the high level of noise in the data, which results in the need for the domain expertise 
to label, and high inter- and intra-observer variability [4]. Service call analysis is another domain where speech data often suffer 
from personal mood swings and understanding biases [1]. In classification tasks, the cross-entropy loss is the most commonly used 
function because of its fast convergence and high generalization capability. However, recent studies indicate that training deep neural 
networks with cross-entropy can cause a model to fit and memorize arbitrary labels, ultimately leading to decreased performance 
and generalization [5]. Thus, the accurate training of deep neural networks on noisy label datasets poses a significant challenge.

Classical work on mitigating the effects of model overfitting has mainly focused on using explicit regularization techniques [6], 
avoiding noisy samples [7], reweighting the loss of noisy samples [8], identifying noisy samples and dividing data [9,10], correcting 
label noise [11–13], and designing robust loss functions [14,15]. Robust loss functions aim to modify the standard cross-entropy 
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Fig. 1. The input image augmentations 𝑥𝑤 and 𝑥𝑠 are transmitted to the encoder 𝐺(⋅) to obtain feature representations 𝑣𝑤 and 𝑣𝑠 , respectively. The feature repre-

sentations 𝑣𝑤 and 𝑣𝑠 are fed into the projection layer to produce the contrasting representations 𝑧𝑤 and 𝑧𝑠 . Formally, a prototypical classifier predicts the 𝑝𝑝𝑟𝑜𝑡𝑜𝑤 and 
𝑝
𝑝𝑟𝑜𝑡𝑜
𝑠 by comparing the contrastive representations with a set of class prototypes. The outputs 𝑝𝑙𝑖𝑛𝑒𝑎𝑟

𝑤
of the linear classifier and 𝑝𝑝𝑟𝑜𝑡𝑜𝑤 of the prototypical classifier are 

supervised with a pseudo-label generated from the noisy label correction module. We used a model with linear classifier-based predictions at the test time, and the 
prototypical classifier was discarded after training.

to achieve a better generalization under noisy labels. Ghosh et al. [16] proved a sufficient condition for robust loss functions, 
such that the risk minimization with the function becomes noise-tolerant for multiclass classification using deep learning. The 
generalized cross-entropy [14] combines the mean absolute error and standard cross-entropy. The symmetric cross-entropy proposes 
[15] a reverse cross-entropy loss inspired by the symmetry of the Kullback-Leibler divergence. However, the performance of such 
a robust loss function is affected significantly by the number of classes and heterogeneous noise patterns [17]. Correcting the 
label noise generally relies on the linear predictions of the deep model alone [11,13], which are error-prone and not scalable. 
The neural collapse [18] provides a mathematically elegant formalization, in which deep neural networks can be considered as 
linear classifiers on top of last-layer features. During training, the linear classifier is optimized by minimizing the cross-entropy loss. 
Previous studies [19,20] have empirically demonstrated training feature collapse owing to the noisy labels and their effect on model 
generalization.

Recent studies [21–23] have demonstrated that unsupervised contrastive learning exerts some form of implicit regularization 
during optimization. Huang et al. [12] utilized the statistics of the unsupervised contrastive loss of each class to achieve dynamic 
balance during the label correction procedure. Supervised contrastive learning, which involves training a linear classifier on top 
of a contrastive loss, can learn robust and semantic representations of underlying samples from noisy datasets and has shown 
better generalization performance for noisy labels [24,25]. Moreover, supervised representation learning can learn robust semantic 
representations, and many studies have used the similarity between the semantic features of noise samples for label correction. For 
instance, Li et al. [26] identified confident examples from noisy samples by counting the original labels of the top-K neighbors in 
terms of their representations, whereas Ortego et al. [10] leveraged the similarity between the noisy samples to detect clean examples 
from noisy samples and measured the agreement between the pseudo and noisy labels. Huang et al. [27] demonstrated that label 
correction and contrastive learning are mutually beneficial for noisy label learning. Furthermore, Li et al. [28] showed that learning 
more semantic representations by utilizing prototypical contrastive loss forces an instance to be more similar to its corresponding 
class prototype as opposed to the other class prototypes. However, despite its empirical success, the theoretical understanding of the 
effect of prototypical contrastive learning on improving the robustness of deep networks against noisy labels is limited.

Inspired by the recent success of prototypical and contrastive learning frameworks in improving the robustness and learning 
semantic representations, we propose a framework with noisy labels that performs label correction and cooperatively learns a 
contrastive prototypical classifier. The prototypical classifier maximizes the distance between the instances and class prototypes 
to improve the intraclass compactness using contrastive prototypical loss. This classifier is easy to implement and expand, and it 
relies on a set of class prototypes, in which examples are clustered around a single prototype representation for each class. Class 
prototypes are essentially local mean vectors calculated using running averages. The prototypical classifier is optimized via the 
contrastive prototypical loss, which ensures that instances from the same class are close to the corresponding class prototypes, while 
remaining far from the prototypes from other classes. Furthermore, we theoretically guarantee that the contrastive prototypical loss 
has a smaller Lipschitz constant. A smaller Lipschitz constant enables a linear layer trained on such representations to learn clean 
labels effectively without overfitting noise. Finally, cooperatively performing label correction and learning a contrastive prototypical 
classifier can be further leveraged by the framework to achieve state-of-the-art performance under label noise.

The proposed framework is illustrated in Fig. 1. The input image augmentations 𝑥𝑤 and 𝑥𝑠 are transmitted to the encoder 𝐺(⋅)
to obtain feature representations 𝑣𝑤 and 𝑣𝑠, respectively. The feature representations 𝑣𝑤 and 𝑣𝑠 are fed into the projection layer 
to produce the contrasting representations 𝑧𝑤 and 𝑧𝑠. Formally, a prototypical classifier predicts the 𝑝𝑝𝑟𝑜𝑡𝑜𝑤 and 𝑝𝑝𝑟𝑜𝑡𝑜𝑠 by comparing 
the contrastive representations with a set of class prototypes. The outputs 𝑝𝑙𝑖𝑛𝑒𝑎𝑟𝑤 of the linear classifier and 𝑝𝑝𝑟𝑜𝑡𝑜𝑤 of the prototypical 
classifier are supervised with a pseudo-label generated from the noisy label correction module. We used a model with linear classifier-

based predictions at the test time, and the prototypical classifier was discarded after training. The main contributions of this study 
2

are summarized as follows.
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1) A prototypical classifier, which is easy to implement and extend, is proposed to learn the semantic representations using con-

trastive prototype learning.

2) A theoretical guarantee is provided to demonstrate that the contrastive prototypical loss has a smaller Lipschitz constant and 
boosts robustness.

3) The proposed framework, which performs label correction and cooperatively learns a contrastive prototypical classifier, outper-

forms the existing label correction methods.

The remainder of this paper is organized as follows: Recent studies on prototypical classifiers and contrastive label correction are 
presented in Section 2. The proposed noisy label learning framework comprising the implementation details and theoretical analysis 
is presented in Section 3. An ablation study conducted on the framework and comparison of its performance on synthetic datasets 
are presented in Section 4. Finally, a summary of this study is presented in Section 5.

2. Related studies

In this section, we first review the recent studies on prototypical classifiers. We then review the existing literature on noisy label 
correction based on contrastive learning.

2.1. Prototype-based learning

Prototype-based learning, which classifies images by comparing them to a set of predefined prototypes or exemplars, has been 
extensively studied in the field of machine learning. One of the most influential prototype-based learning methods is the Prototypical 
Networks (ProtoNets) [29], in which each class prototype is the mean vector of the feature representation from a support set 
belonging to its class. Class prototypes are used to classify new and unseen instances. Prototype-based learning has also been applied 
to other computer vision tasks, such as unsupervised representation learning [30–32], class-imbalanced learning [33], imperfect 
annotations [34], partial label learning [35], noisy label learning [28], and semi-supervised learning [36]. The ProtoNCE [30] and 
ProPos [31] employ the K-means algorithm, whereas the SwAV [32] utilizes the Sinkhorn-Knopp algorithm to generate the class 
prototypes from contrastive representations.

Our approach is comparable to that of the RRL [28]. However, RRL relies on the normalized mean vector of contrastive represen-

tations corresponding to its class, which may not be scalable. Moreover, the robustness of the class prediction for new samples lacks 
theoretical analysis.

2.2. Contrastive label correction

Label correction is a technique used to improve the robustness of deep neural networks in labeling the noise [37,38]. To this end, 
several approaches have been proposed, including the model prediction, co-training, curriculum learning, feature representation, 
and clustering the characteristics of samples. However, label correction using model predictions can produce ambiguous pseudo-

labels, leading to a confirmation bias. Various methods have been proposed for addressing this problem. For instance, some studies 
[11,13] constrained the consistency between the past model predictions at different epochs to generate more reliable pseudo-labels. 
Other methods include co-training [21], which leverages the diversity of multiple models to identify and correct errors and cur-

riculum learning [28], which gradually introduces more complex examples after exposure to simpler ones. Xue et al. [39] found 
that representations learned via contrastive learning have one prominent singular value corresponding to each subclass in the data 
and significantly smaller remaining singular values. The soft-label scores are the same as the label distribution [40], which covers a 
certain number of labels and represents the degree, to which each label describes an instance. The process of generating soft label 
scores is similar to that of recovering the label distribution, which is called the label enhancement [40–42].

Recent studies [43,44] have exploited the structure of a low-dimensional subspace to alleviate the confirmation bias problem by 
aggregating information from the top-k neighboring samples. In addition, with the development of supervised contrastive learning, 
it has become possible to learn robust semantic representations. Several studies [10,26,27] have leveraged these representations and 
employed the clustering characteristics of samples to identify the confident examples of noisy samples. The prototypical contrastive 
loss [28] has been used to enforce instances that are more similar to their corresponding class prototypes, resulting in a more accurate 
semantic representation. However, there are still challenges to be addressed, such as the complexity of finding the top-k neighboring 
samples and ensuring the heterogeneity and homogeneity of the class prototypes.

3. Proposed framework

This section introduces a method for training a prototypical classifier, and provides a theoretical guarantee that the classifier 
outputs are robust. The proposed LC-CPC framework, called the LC-CPC, learns a contrastive prototypical classifier using label 
correction. The LC-CPC is designed for a noisy dataset with 𝑁 samples of 𝐾 classes, denoted as  = {(𝑥𝑖, 𝑦𝑖)}𝑁𝑖=1, where 𝑦𝑖 ∈ {1, ⋯ , 𝐾}
representing the noisy label of the sample.

Fig. 1 illustrates the LC-CPC framework, which consists of several component networks: a CNN backbone 𝐺(⋅) that extracts 
the representations 𝑣 from the augmented images 𝑣 = 𝐺(𝑥); projection network 𝐻(⋅) that maps the feature vectors 𝑣 into a low-
3

dimensional contrastive representation 𝑧 =𝐻(𝑣); linear classifier 𝐹 (⋅) that predicts the model output 𝑝𝑙𝑖𝑛𝑒𝑎𝑟 = 𝐹 (𝑣); and prototypical 
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classifier that generates the prototypical prediction 𝑝𝑝𝑟𝑜𝑡𝑜. Linear and prototypical classifiers are jointly trained by performing label 
corrections. Following subsections provide the detailed descriptions of each component of the proposed approach.

3.1. Prototypical classifier learning

The prototypical classifier comprises 𝐾 learnable class prototypes 𝐜𝑘, where 𝑘 is the index of classes 𝐾 . The class prototypes 𝐜𝑘
are the normalized vectors, as is the contrastive representation 𝑧. The prototypical classifier produces a prototypical prediction 𝑝𝑝𝑟𝑜𝑡𝑜

𝑖

over the classes for a given representation 𝑧𝑖, based on a softmax function that measures the distances between the representation 
and class prototypes in the contrastive representation space. Specifically, when using the cosine similarity as a distance measure, we 
obtain:

𝑝
𝑝𝑟𝑜𝑡𝑜
𝑖

=
exp

(
𝐜⊤
𝑘
⋅ 𝑧𝑖∕𝜏

)
∑𝑘

𝑗=1 exp
(
𝐜⊤
𝑗
⋅ 𝑧𝑖∕𝜏

) , (1)

where 𝜏 is a temperature parameter.

To learn the parameters of the classifier, contrastive prototypical loss is used, which encourages samples from the same class 
to be close to their corresponding class prototypes, while keeping them far from the prototypes from other classes. The contrastive 
prototypical loss is defined as the negative log-probability of noisy label 𝑦𝑖 :

𝑝𝑟𝑜𝑡𝑜 = −
𝑁∑
𝑖=1

𝑦𝑖 log𝑝
𝑝𝑟𝑜𝑡𝑜
𝑖

. (2)

This is different from the supervised contrastive approach, which aims to keep the samples from the same class together, while 
pushing the samples from different classes far apart.

Although the class prototypes used in the prototypical classifier and classifier weights implemented with a linear layer in the 
linear classifier have the same classification effect, their methods of allocating learnable parameters differ. Specifically, the linear 
classifier is capable of assigning learnable parameters to each class, whereas the prototypical classifier relies on a good feature 
representation to ensure that the samples from the same class are close to the corresponding class prototypes while being far from the 
prototypes of other classes. Consequently, the linear classifier can leverage learnable parameters to focus more on the discriminative 
feature dimensions and suppress the irrelevant feature dimensions by assigning higher or lower weights to different dimensions. 
In contrast, the prototypical classifier fails to leverage such learnable parameters, and as a result, requires more discriminative 
feature representations to achieve a good performance. Kornblith et al. [19] found that prototypical and linear classifiers resulted 
in significantly different levels of class separation. Representations learned from the linear classifier with a higher class separation 
achieved higher accuracy on the test dataset.

Contrastive prototypical loss can be viewed as an enhanced and extended version of the previous class prototypes that depend on 
the normalized mean vector of the corresponding contrastive representations. Contrastive prototypical loss consists of two parts: the 
tightness and contrastiveness

𝑝𝑟𝑜𝑡𝑜 = −
𝑁∑
𝑖=1

𝑦𝑖 log𝑝
𝑝𝑟𝑜𝑡𝑜
𝑖

= − 1
𝑁

𝑁∑
𝑖=1

log
exp 𝐜⊤𝑦𝑖 𝑧𝑖∑𝐾
𝑘=1 exp 𝐜

⊤
𝑘
𝑧𝑖

=

(
− 1
𝑁

𝑁∑
𝑖=1

𝐜⊤𝑦𝑖 𝑧𝑖

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

tightness part

+

(
1
𝑁

𝑁∑
𝑖=1

log
𝐾∑
𝑘=1

exp 𝐜⊤
𝑘
𝑧𝑖

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

contrastive part

. (3)

The tightness part 𝑡𝑖𝑔ℎ𝑡 optimizes the class prototypes to be closer to the samples they represent, and is defined as:

𝑡𝑖𝑔ℎ𝑡 = 1
𝑁

𝑁∑
𝑖=1

−𝑧⊤𝑖 𝐜𝑦𝑖 . (4)

The gradient of the tightness part 𝑡𝑖𝑔ℎ𝑡 with respect to the class prototypes can be obtained directly from

𝜕𝑡𝑖𝑔ℎ𝑡

𝜕𝐜𝑘
= − 1

𝑁

∑
𝑖∶𝑦𝑖=𝑘

𝑧𝑖. (5)

By minimizing the tightness loss, we update the class prototypes using the following iterative formula:

𝐜0
𝑘
= 𝜂

1
𝑁

∑
𝑖∶𝑦𝑖=𝑘

𝑧0𝑖 , 𝐜𝑡+1
𝑘

= 𝐜𝑡
𝑘
+ 𝜂

1
𝑁

∑
𝑖∶𝑦𝑖=𝑘

𝑧𝑡+1
𝑖

, (6)

where 𝑡 is the iteration index and 𝜂 is the learning rate. This is equivalent to setting the class prototypes to the mean of the 
normalized class contrastive representations with momentum updates, where the new prototype is a combination of the new iteration 
4

representation mean and previous iteration mean. In the ablation study, we conducted experiments to demonstrate that minimizing 
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the contrastive prototypical loss yields superior results compared with simply setting the class prototypes to the hard mean of each 
class.

3.2. Theoretical analysis

This subsection presents a theoretical analysis that guarantees the contrastive risk bound of the prototypical loss and its ability to 
enhance robustness. We are inspired by work [33] and consider a multi-class classification problem, where 𝐜1, … , 𝐜𝐾 are given, and 
𝑧 is norm-bounded by 𝐵, such that ‖𝑧‖2 ≤ 𝐵. We assume that any loss 𝐿(𝑧, 𝑖) satisfies the condition 𝐶 (𝑧) =

∑𝐾
𝑖=1𝐿 

(
𝐶⊤𝑧, 𝑖

)
, where 

𝐶 (𝑧) is the 𝜆-Lipschitz. Under the symmetric label noise with 𝜂 <
𝐾−1
𝐾

, we derive the following risk bound:

𝑅𝐿(𝑓 ) −𝑅𝐿

(
𝑓 ∗) ≤ 2𝜂𝜆𝐵

(1 − 𝜂)𝐾 − 1
, (7)

where 𝑓 and 𝑓 ∗ denote the global minimizers of 𝑅𝜂

𝐿
(𝑓 ) and 𝑅𝐿(𝑓 ), respectively.

For the contrastive prototypical loss 𝑝𝑟𝑜𝑡𝑜, the risk bound depends on the Lipschitz constant of 𝐶 (𝑧) when the 𝐵 and noise rate 
𝜂 are fixed. The Lipschitz constant relies on the selection of 𝐶 , as shown in Equation (3), where

𝑝𝑟𝑜𝑡𝑜 = − 1
𝑁

𝑁∑
𝑖=1

log
exp 𝐜⊤𝑦𝑖 𝑧𝑖∑𝐾
𝑘=1 exp 𝐜

⊤
𝑘
𝑧𝑖

. (8)

The derivative of 𝐶 (𝑧) with respect to 𝑧 is

𝜕𝐶 (𝑧)
𝜕𝑧

=
𝐾∑
𝑖=1

⎡⎢⎢⎢⎣𝐜𝑖 −
𝐾∑
𝑗=1

exp
(
𝐜⊤
𝑗
𝑧
)

∑𝐾
𝑡=1 exp

(
𝐜⊤𝑡 𝑧

) 𝐜𝑗⎤⎥⎥⎥⎦ . (9)

The Lipschitz constant of 𝐶 (𝑧) depends on the upper bound of ‖‖‖ 𝜕𝐶 (𝑧)
𝜕𝑧

‖‖‖2. This bound exists when both 𝐜𝑖 and 𝑧 are normalized, 
such that ‖‖𝐜𝑖‖‖2 = 1, and ‖𝑧‖2 = 𝐵. However, cross-entropy is usually not Lipschitz continuous in the case when 𝐜 is not normalized, 
resulting in a Lipschitz constant of 𝑊 that may be infinitely large, as 𝐜𝑖 = 𝑡𝑧(𝑡 →∞), and 𝐜𝑗 (𝑗 ≠ 𝑖) is fixed.

When both 𝐜𝑖 and 𝑧 are normalized, we have 𝐜1 =
𝑧‖𝑧‖2 and 𝐜2 =… 𝐜𝑘 = − 𝑧‖𝑧‖2 . As a result, we obtain

‖‖‖‖ 𝜕𝑊 (𝑧)
𝜕𝑧

‖‖‖‖2 = 2(exp(2𝐵) − 1)
exp(2𝐵)
𝑘−1 + 1

. (10)

In other words, the Lipschitz constant of 𝐶 (𝑧) is 2(exp(2𝐵)−1)exp(2𝐵)
𝐾−1 +1

. We derived the following risk bound based on Equation (7):

𝑅𝐿(𝑓 ) −𝑅𝐿

(
𝑓 ∗) ≤ 2(exp(2𝐵) − 1)

exp(2𝐵)
𝐾−1 + 1

. (11)

Therefore, the theoretical analysis demonstrates that by performing 𝓁2 normalization on the features and prototypes, we can provide 
a risk bound for the loss function 𝑝𝑟𝑜𝑡𝑜, that satisfies the 𝜆-Lipschitz and enhances its ability to tolerate the noise in learning.

3.3. Noise label correction

The key to successful learning with noisy labels lies in the ability to identify and correct them accurately. In particular, label 
correction and contrastive learning are mutually beneficial for noisy label learning [27]. Furthermore, our theoretical analysis of the 
comparative prototype loss demonstrates the robustness of the output of the prototype classifier. To achieve this goal, we propose a 
simple noisy label correction procedure that utilizes the softmax output probability of linear and prototypical classifiers. Specifically, 
for a given training instance 𝐱𝑖, the predicted pseudo-label probability is obtained as:

𝑃𝑖 =
1
2
(𝑝𝑙𝑖𝑛𝑒𝑎𝑟𝑖 + 𝑝

𝑝𝑟𝑜𝑡𝑜
𝑖

). (12)

We define a set of clean samples that satisfy two criteria: (1) the soft label score for the original noisy label 𝑦𝑖, 𝑃𝑖(𝑦𝑖), exceeds a 
low threshold 𝑙𝑜𝑤, indicating high confidence in the prediction, and (2) maximum score for any label exceeds a high threshold ℎ𝑖𝑔ℎ, 
indicating the potential for correct classification. This set of clean samples was constructed to reduce the effect of noisy labels on the 
learning algorithm and improve the accuracy of the model. This set of clean samples 𝑐𝑙𝑒𝑎𝑛 is defined as:

𝑐𝑙𝑒𝑎𝑛 =
{
𝑥𝑖, 𝑦𝑖 ∣ 𝑃𝑖

(
𝑦𝑖
)
> 𝑙𝑜𝑤

}
∪
{
𝑥𝑖, 𝑦𝑖 = argmax

𝑘
𝑃𝑖(𝑘) ∣}
5

∀max
𝑘

𝑃𝑖(𝑘) > ℎ𝑖𝑔ℎ, 𝑘 ∈ {1,… ,𝐾} . (13)
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3.4. Implementation detail

The structure of the training network is illustrated in Fig. 1. The LC-CPC framework consists of a linear classifier and prototypical 
classifier. Interpolation training strategies have demonstrated excellent performance in classification frameworks and promising 
results in preventing label noise memorization [6]. Inspired by this success, the linear classifier employs a mixed cross-entropy 
objective with clean examples, 𝑐𝑙𝑒𝑎𝑛. Virtual examples {𝑥̄𝑖, 𝑦̄𝑖} are generated by linearly interpolating the sample 𝑥𝑖 with another 
randomly selected sample 𝑥𝑗 from the same mini-batch as:

𝑥̄𝑖 = 𝜆𝑠𝑥𝑖 + (1 − 𝜆𝑠)𝑥𝑗 (14)

𝑦̄𝑖 = 𝜆𝑠𝑦𝑖 + (1 − 𝜆𝑠)𝑦𝑗 , (15)

where 𝜆𝑠 ∼ Beta(𝛼, 𝛼) and 𝛼 = 5.0. The loss is defined as:

𝑠𝑢𝑝 = −
∑

𝑖∈𝑐𝑙𝑒𝑎𝑛

[
𝜆𝑠𝑦̄𝑖 log

(
𝑝(𝑥̄𝑖)

)
+ (1 − 𝜆𝑠)𝑦̄𝑖 log

(
𝑝(𝑥̄𝑖)

)]
. (16)

During the early stages of training, a linear classifier with mixed cross-entropy may not generate an effective representation. To 
overcome this challenge, unsupervised contrastive losses, such as the SimCLR [45], have been used to improve representation 
learning. Unsupervised contrastive learning aims to learn the discrimination representations of samples without label supervision by 
mapping two weakly augmented views of the same image in a minibatch to neighboring embeddings. Specifically, 𝑀 images {𝑥𝑖}𝑀𝑖=1
are randomly sampled and a pair of augmentations is generated for each image in a mini-batch, producing an augmented batch 𝑎

with size 𝑀 , denoted as 𝑎 = {𝑥𝑖, 𝑥𝑎𝑖 }
𝑀
𝑖=1. Unsupervised contrastive loss is defined as:

𝑆𝑖𝑚𝐶𝐿𝑅 =
𝐵∑
𝑖=1

− log
exp(𝑧𝑖 ⋅ 𝑧𝑎𝑖 ∕𝜏)∑𝑀

𝑗=1 𝟏𝑗≠𝑖 ⋅ exp(𝑧𝑖 ⋅ 𝑧𝑗∕𝜏) +
∑𝑀

𝑗=1 exp(𝑧𝑖 ⋅ 𝑧
𝑎
𝑗
∕𝜏)

, (17)

where 𝜏 is a temperature parameter as defined in Equation (1).

The overall loss function is expressed as:

𝑜𝑣𝑒𝑟𝑎𝑙𝑙 =𝑠𝑢𝑝 +𝜔𝑝𝑟𝑜𝑡𝑜 + 𝛾𝑆𝑖𝑚𝐶𝐿𝑅. (18)

The contrasting prototypical loss weights must be reduced to synchronize the training and test processes. To balance the mixup 
cross-entropy, unsupervised contrastive, and contrastive prototypical losses, the linear parameters 𝜔 and 𝛾 are introduced, which both 
are initialized as max.epoch−epoch

max.epoch
, where epoch and max.epoch represent the current training and total number of epochs, respectively. 

Finally, the model employs the linear classifier-based predictions at test time, and the prototypical classifier is discarded after training.

Algorithm 1 summarized the proposed algorithm.

Algorithm 1 Training procedure for the proposed LC-CPC framework.

Input: Noisy dataset: 𝐷 = {(𝑥, 𝑦)}, low threshold: 𝑃𝑙𝑜𝑤, high threshold: 𝑃ℎ𝑖𝑔ℎ, number of epochs: 𝑇 .

Output: LC-CPC model.

1: for epoch=1 to 𝑇 do:

2: Obtain 𝑝𝑙𝑖𝑛𝑒𝑎𝑟, 𝑝𝑝𝑟𝑜𝑡𝑜, 𝑧𝑤, 𝑧𝑠 from the model;

3: Obtain predicted pseudo-label probability 𝑃 using Equation (12);

4: Obtain clean subset 𝐷𝑡
𝑐𝑙𝑒𝑎𝑛

using Equation (13);

5: for each batch 𝑏 from  do:

6: Update mixup cross-entropy 𝑠𝑢𝑝 by Equation (16);

7: Update unsupervised contrastive loss 𝑆𝑖𝑚𝐶𝐿𝑅 by Equation (17);

8: Update contrastive prototypical loss 𝑝𝑟𝑜𝑡𝑜 by Equation (3);

9: Train the model using Equation (18);

10: end for;

11: end for;

12: Return LC-CPC model.

4. Experiments

This section presents comparative evaluations of the proposed framework with previously published frameworks on the CIFAR-

10/100 datasets that contain noise from varying patterns and levels. In addition, ablation experiments were conducted to analyze 
the independent effects of the prototype classifier and noisy label correction module on the framework performance.

4.1. Synthetic noise dataset

The CIFAR-10 and CIFAR-100 datasets, originally introduced by Krizhevsky et al. [46], comprise 50, 000 training images and 
10, 000 test images with of size 32 ∗ 32 ∗ 3 pixels. The CIFAR-10 dataset includes 10 categories, namely airplanes, automobiles, birds, 
6

cats, deer, dogs, frogs, horses, ships, and trucks, whereas the CIFAR-100 dataset includes 10 super-classes and 100 fine-grained 
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Table 1

Test accuracy (%) on CIFAR-10 and CIFAR-100 corresponding to different levels of RCN and CCN 
noise. The best results are indicated in bold.

RCN CCN

Method/Noise ratio 20% 40% 60% 80% 20% 30% 40%

Standard 88.51 82.73 76.26 59.25 86.12 81.70 83.23
Mixup 87.30 76.60 71.29 46.70 88.00 83.34 77.27
LRT 90.36 87.42 82.12 51.15 91.48 90.63 88.72
PLC 86.74 83.16 69.65 33.56 88.95 86.76 81.98
BLC 90.88 88.16 84.26 81.86 91.32 90.66 88.45

CIFAR10 CLC 92.96 88.68 88.37 84.34 91.44 90.82 89.61
CTRR 93.05 92.16 87.34 83.66 - - 89.00
Colearning 92.21 87.34 83.41 61.20 91.07 86.89 81.42

LC-CPC 𝟗𝟒.𝟎𝟗 𝟗𝟑.𝟗𝟕 𝟗𝟐.𝟎𝟒 𝟖𝟖.𝟏𝟗 𝟗𝟐.𝟖𝟒 𝟗𝟐.𝟏𝟔 𝟗𝟏.𝟑𝟏

Standard 60.57 52.48 43.20 22.96 63.60 53.28 44.45
Mixup 66.34 52.18 34.52 17.60 65.10 57.36 48.02
LRT 66.62 59.68 45.79 26.32 67.25 60.15 48.44
PLC 65.43 54.88 42.28 23.56 64.43 57.32 42.68
BLC 72.22 66.86 55.96 34.36 73.68 𝟕𝟐.𝟑𝟔 𝟔𝟗.𝟒𝟐

CIFAR100 CLC 72.86 67.46 56.88 36.16 74.24 𝟕𝟑.𝟏𝟎 𝟕𝟎.𝟐𝟔
CTRR 70.09 65.32 54.20 43.69 - - 54.47
Colearning 66.58 56.57 50.11 35.45 65.26 56.97 47.62

LC-CPC 𝟕𝟒.𝟐𝟓 𝟕𝟏.𝟓𝟑 𝟔𝟕.𝟐𝟔 𝟒𝟔.𝟐𝟏 𝟕𝟒.𝟓𝟗 69.12 60.63

classes. Our study focused on three types of synthetic label noise: the random classification label noise (RCN), class conditional label 
noise (CCN), and instance dependent label noise (IDN), each designed to be controlled and reproducible. To generate noise labels, we 
adopted criteria similar to those used in the previous studies, such as the study by Huang et al. [27]. RCN is introduced by randomly 
altering the ground-truth labels to incorrect labels, while CCN changes the ground-truth labels to specific incorrect labels, such as 
𝑐𝑎𝑡 < − > 𝑑𝑜𝑔, 𝑏𝑖𝑟𝑑− > 𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒, 𝑑𝑒𝑒𝑟− > ℎ𝑜𝑟𝑠𝑒, and 𝑡𝑟𝑢𝑐𝑘−> 𝑎𝑢𝑡𝑜𝑚𝑜𝑏𝑖𝑙𝑒 in CIFAR-10, and to the ‘next’ labels within the super-classes 
in the CIFAR-100. The IDN was generated according to the methodology described by Zhang et al. [47]. Specifically, the IDN can be 
categorized as Type-I, Type-II, and Type-III. We set the noise level of the IDN to 35%, of the RCN to [20%, 40%, 60%, 80%], and of the 
CCN to [20%, 30%, 40%]. Each noise pattern and level was saved in a file to ensure the reproducibility of the experimental results.

4.2. Experimental environment

Experiments involving random classification label noise (RCN) and class conditional label noise (CCN) [10] utilize the PreAct 
ResNet-18 [48] as the CNN backbone, whereas the ResNet-34 [48] is used in the experiments involving instance-dependent label 
noise (IDN) that we follow [27]. The projection layer had a dimension of 128, and stochastic gradient descent (SGD) is employed to 
train the framework with a momentum of 0.9, weight decay of 0.0005, and batch size of 256 for 300 epochs. The initial learning 
rate was 0.03, with a cosine decay schedule adopted, and the model was warmed for 10 epochs before label correction in all the 
experiments. For all the experiments, 𝑃ℎ𝑖𝑔ℎ was set to 0.9. For CIFAR-10, 𝑃𝑙𝑜𝑤 was set to 0.1 for the RCN and IDN noises, and 0.4 
for the CCN noise, while for CIFAR-100, 𝑃𝑙𝑜𝑤 was set to 0.02 for the RCN and CCN noises and 0.1 for the IDN noise.

4.3. Baselines

In this study, we compared the proposed method with the following state-of-the-art approaches for learning from noisy labels: 
(1) standard, which employs the standard cross-entropy for training; (2) mixup [6], which incorporates the linear combinations of 
the inputs and their corresponding noisy labels; (3) likelihood ratio test (LRT) [13]; (4) progressive label correction (PLC) [47]; 
and (5) balance label correction (BLC) [12], which employs only model predictions to correct the noisy labels; (6) contrastive label 
correction (CLC) [27], which performs label correction via expectation-maximization; (7) CTRR model [23], which learns from the 
noisy labels via high-confidence contrastive pairs; (8) co-learning model [21], which imposes a structure-preserving constraint on 
pairs of contrastive representations and corresponding model predictions.

4.4. Results

This study reports the average test accuracies of a learning framework under RCN and CCN noise, as shown in Table 1. The 
results indicate that the CLC, CTRR, and LC-CPC outperform the standard, Mixup, LRT, and PLC methods across all the noise patterns 
and levels. These findings are consistent with those of the related studies, suggesting the benefits of contrastive learning for noisy 
label learning [27]. Among all the methods, the CLC and LC-CPC exhibited superior performance in most cases, highlighting the 
mutual benefits of label correction and contrastive learning during noisy label learning. LC-CPC outperformed all the other methods 
because prototype learning proved to be more effective in learning the robust representations under noisy labels than the supervised 
7

contrastive learning. However, when tested on CIFAR-100 with CCN values of 30% and 40%, LC-CPC’s performance was found 
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Table 2

Test accuracy (%) on CIFAR-10 and CIFAR-100 in the presence of three types of 
IDNs with a noise ratio of 35%. The best results are indicated in bold.

Method/Noise ratio Type-I Type-II Type-III

Standard 78.11 ± 0.74 76.65 ± 0.57 76.89 ± 0.79
LRT 80.98 ± 0.80 80.74 ± 0.25 81.08 ± 0.35

CIFAR100 PLC 82.80 ± 0.27 81.54 ± 0.47 81.50 ± 0.50
BLC 83.80 ± 0.12 82.50 ± 0.20 83.60 ± 0.30
CLC 86.20 ± 0.30 85.70 ± 0.30 86.90 ± 0.20

LC-CPC 𝟖𝟗.𝟕𝟏± 𝟎.𝟑𝟎 𝟖𝟕.𝟐𝟒± 𝟎.𝟐𝟎 𝟖𝟖.𝟑𝟑± 𝟎.𝟒𝟎

Standard 57.68 ± 0.29 57.83 ± 0.25 56.07 ± 0.79
LRT 56.74 ± 0.34 57.25 ± 0.68 56.57 ± 0.30

CIFAR100 PLC 60.01 ± 0.43 63.68 ± 0.29 63.68 ± 0.29
BLC 63.40 ± 0.20 64.30 ± 0.20 64.10 ± 0.15
CLC 64.50 ± 0.30 65.10 ± 0.10 65.30 ± 0.26
LC-CPC 𝟔𝟕.𝟕𝟒± 𝟎.𝟏𝟐 𝟔𝟖.𝟒𝟏± 𝟎.𝟐𝟓 𝟔𝟕.𝟗𝟔± 𝟎.𝟐𝟑

Fig. 2. Test accuracy of CIFAR-10 dataset with 40%, 60%, and 80% RCN.

Fig. 3. Noise rate of CIFAR-10 dataset with 40%, 60%, and 80% RCN.

to be inferior to those of BLC and CLC. One possible explanation for this discrepancy is that the contrast prototypical classifier is 
influenced by severely imbalanced datasets. Further research is necessary to explore effective label-correction methods for these 
scenarios. The average test accuracies under IDN noise are presented in Table 2, which further confirms the effectiveness of the 
proposed framework in achieving improvements across various noise types. In summary, the results indicate that the proposed noisy 
label learning framework is highly effective.

4.5. Ablation study

Influence of prototype generation. We performed experiments on the CIFAR-10 dataset to investigate the effectiveness of 
the prototypical classifier as opposed to the traditional prototype-generation approach, which involves simply setting the class 
prototypes to the hard mean for each class. We conducted an ablation study with 40%, 60%, and 80% RCN noise, and the experiments 
demonstrated that the prototypical classifier outperformed the traditional method. Our objective was to establish and highlight the 
superior performance of the prototypical classifier in comparison with that of the traditional prototype generation.

The resulting test accuracy and noise rates were recorded over 300 epochs, as shown in Figs. 2 and 3. The results demonstrate 
that both the prototypical classifier and traditional prototype generation methods can acquire semantic feature representations that 
8

facilitate label correction. In addition, these figures reveal that the prototypical classifier achieves higher testing accuracy and better 
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Fig. 4. Confusion matrix of CIFAR-10 dataset with 60% RCN. Correction accuracy is reported in parentheses.

Fig. 5. Confusion matrix of CIFAR-10 dataset with 40% CCN. Correction accuracy is reported in parentheses.

label correction effects than the traditional prototype generation approach. This finding suggests that the prototypical classifier is 
more proficient at learning semantic feature representations than the traditional prototype generation methods. In addition, Fig. 2

reveals that with a slight amount of noise (40% RCN), the removal of the label correction module has an insignificant impact on the 
test accuracy. Furthermore, the classifier exhibits strong robustness as it did not fluctuate drastically over the 300 epochs. Conversely, 
the test accuracy decreased by approximately 10% under severe noise conditions (60% and 80% RCN). These results demonstrate 
that the label correction module is more effective at facilitating learning with noisy labels.

Results on label correction. In this subsection, we conduct an ablation study on the CIFAR-10 dataset using the LC-CPC and 
CLC methods to investigate the label correction effectiveness, following the work of Huang et al. [27]. Figs. 4, 5, and 6 show 
the confusion matrices of the CIFAR-10 dataset with 60%, 40%, and 35% Type I IDN, respectively. The results demonstrate that 
the LC-CPC achieved accuracies of 96.1%, 92.4%, and 85.2%, respectively, compared with the pre-correction accuracies of 54.1%, 
80.0%, and 65.0%, respectively. These findings highlight the label correction effectiveness of the LC-CPC, which learns semantic 
representations using a contrastive prototypical loss.

Furthermore, we observed that the LC-CPC significantly outperformed the CLC in the case of 60% RCN, indicating the effectiveness 
of the proposed prototypical classifier. As discussed in Subsection 3.2, the LC-CPC is robust under uniform noise owing to its 
smaller Lipschitz constant, and its output is helpful in label correction. Interestingly, the LC-CPC demonstrated lower label correction 
accuracy than that of the CLC in terms of 40% CCN and 35% Type-I noise types. One possible explanation for this is that CLC uses 
the nearest-neighbor aggregation method for label correction, whereas the LC-CPC performs only simple threshold processing of the 
output. Therefore, further investigation into effective label correction methods is required.

5. Conclusions

This study presents a novel framework for learning using noisy labels. This framework combined label correction with a con-

trastive prototypical classifier and achieved significantly improved classification accuracy on synthetic datasets with different types 
9

and levels of noise. We demonstrated the effectiveness of the proposed framework through a series of experiments and provide a 
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Fig. 6. Confusion matrix of CIFAR-10 dataset with 35% IDN. Correction accuracy is reported in parentheses.

theoretical analysis of contrastive prototypical loss. These results suggest that the proposed framework is effective for various types 
of noise. An ablation study further confirmed the effectiveness of the label correction component of the framework, which leveraged 
the contrastive prototypical loss to learn semantic representations. However, further investigation is required to develop effective 
label correction methods for imbalanced noise data, such as the CCN and IDN.
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